
IDENTIFIABLE SURFACES IN CONSTRAINED OPTIMIZATION�STEPHEN J. WRIGHTyPREPRINT MCS{P261{0891, MCS DIVISION, ARGONNE NATIONAL LABORATORYAbstract. The concept of a \class-Cp identi�able surface" of a convex set in Euclidean spacein introduced. We show how the smoothness of these surfaces is related to the smoothness of theprojection operator, and present �nite identi�cation results for certain algorithms for minimizationof a function over this set. The work uses a partially geometric view of constrained optimization togeneralize previous �nite identi�cation results.Key words. Constrained optimization, active set identi�cationAMS(MOS) subject classi�cations. 90C25, 53A07, 26B101. Introduction. Here, we investigate the problemminx2
 F (x);(1)where F is continuously di�erentiable, and 
 � Rl n is closed and convex. In particular,we are interested in �nding subsets of 
 that can be identi�ed by an optimizationalgorithm after a �nite number of iterations. That is, if the solution x� lies in one suchsubset, the iterates generated by the algorithm should eventually enter and remainwithin that subset. In the case in which 
 is de�ned by a set of algebraic inequalities,this property of the iterates corresponds to identifying the active constraints, andwhen 
 is a polyhedron, it means identifying the edge, or corner, upon which thesolution x� lies.The �rst-order conditions for x� to be a solution of (1) are�rF (x�) 2 N (x�);where N (x�) is the normal cone to 
 at x�. To prove the �nite identi�cation (\cap-ture") results, we assume a nondegeneracy condition due to Dunn [3]. This is statedsimply as �rF (x�) 2 ri(N (x�));(2)where ri(�) is the relative interior of � � Rl n, that is, the interior of � relative toa�(�), the a�ne hull of �. This condition, which is a geometric generalization ofthe strict complementarity condition of nonlinear programming, has been used in theconvergence analysis of Dunn [3] and Burke and Mor�e [1]. Both these papers specifysimilar classes of subsets of 
 that are �nitely identi�able by gradient projection andNewton-like algorithms. We de�ne these \open facets" as in [3]:Definition 1.a) For any closed convex cone K � Rl n, we use K� to denote the polar of K, andde�ne the lineality lin(K) to be (K�)?;b) Let T (x) and N (x) denote the tangent and normal cones, respectively, to 
at x, as de�ned in Clarke [2]. A nonempty subset S � 
 is an open facet if the setV = x + lin(T (x)) is independent of x 2 S, and S = intV (
 \ V ), where intV (:)denotes interior with respect to V .� This research was supported by the Applied Mathematical Sciences subprogram of the O�ce ofEnergy Research, U. S. Department of Energy, under Contract W-31-109-Eng-38.y Mathematics and Computer ScienceDivision, Argonne National Laboratory, Argonne, IL 60439.1



2 STEPHEN J. WRIGHTIt is easy to show that open facets are convex. When 
 is polyhedral, it can bepartitioned into open facets, but when 
 has some curved boundaries, this is not thecase. As an example, consider the set de�ned in [1, equation (2.2)]:
1 = f(�1; �2) j �2 �q1� �21 ; 0 � �1 � 1g:The open facets in this set are its interior, the point (0; 1) and the edges f(0; �2) j �2 <1g and f(1; �2) j �2 < 0g. No subset of the curved face f(�1; �2) j �21 + �22 = 1; 0 <�1 � 1g satis�es De�nition 1.When 
 is de�ned by algebraic inequalities, that is,
 = f� j gi(�) � 0; i = 1; � � � ;mg;(3)it is often assumed that the gi are C2 and that the setfrgi(x) j i 2 A(x)g; where A(x) = fi j 1 � i � m; gi(x) = 0g(4)is linearly independent. In this case, the nondegeneracy condition (2) (which reducesto the standard strict complementarity condition) ensures that surfaces de�ned by aparticular active index set A � f1; 2; � � �;mg are �nitely identi�able by a number ofstandard algorithms. Note that 
1 is not de�nable in the form (3),(4) for gi 2 C2,since there is a curvature discontinuity in the boundary at (1; 0). If we allow gi to beonlyC1, then 
1 is de�nable as (3),(4), but then the curved surface is indistinguishablefrom the face f(1; �2) j �2 � 0g.In the next section, we de�ne the concept of a \class-Cp identi�able surface."Loosely speaking, such a surface S is usually a connected \patch" on @
 which islocally parametrizable by a collection of Cp functions, for some integer p � 1. (Theinterior of 
 is de�ned to be a class-C1 surface.) Moreover, these functions can bede�ned so that their gradients can \enclose" any given ray in the relative interiorof N (x), where x is a given point in S. We prove that open facets, and subsets of(3) that are de�ned by particular choices of A, are identi�able surfaces. (For theset 
1, the curved boundary, with its two endpoints excluded, is also an identi�ablesurface.) We show that class-Cp identi�able surfaces generate connected open regionsin the exterior of 
, within which the operation of projection onto 
 is p � 1 timescontinuously di�erentiable. In Section 3, we prove �nite identi�cation results forgradient projection and Newton-like algorithms.In the remainder of the paper, k:k denotes the Euclidean norm. P denotes theprojection operator; that is, �y = P (y) solvesmin�y2
 12k�y � yk2:(The notation �y = P (y) is used frequently.) B denotes the unit ball f� 2 Rl n j k�k �1g, and co(:) denotes the convex hull of a set of vectors.2. Identi�able Surfaces and Smoothness of the Projection Operator.Throughout the remainder of the paper, we make the following assumption:Assumption 1. 
 is closed and convex and has an interior in Rl n.The last part of this assumption is made for convenience. If it does not hold, theresults of this section can be recovered by restricting attention to a�(
).Definition 2. A connected set S � 
 is a class-Cp identi�able surface, p apositive integer, if either



IDENTIFIABLE SURFACES 3a) S is an open subset of int(
), orb) S � @
, and for any y 2 Rl nn
 such that �y = P (y) 2 S and y� �y 2 ri(N (�y)),there exist functions gi, i = 1; � � � ; r = r(y), and a constant � = �(y) > 0,such that(i) gi 2 Cp(�y + �B);(ii) frgi(�y); i = 1; � � � ; rg is linearly independent;(iii) cofrgi(�z); i = 1; � � � ; rg � N (�z) for all �z 2 S(�y; �); and 4= (�y + �B) \ S;(iv) y � �y 2 ri [cofrgi(�y); i = 1; � � � ; rg]; and(v) S(�y; �) = f�z j k�z � �yk � �; gi(�z) = 0; i = 1; � � � ; rg.Obviously, if S is a class-Cp identi�able surface, then it is also a class-C �p identi-�able surface, for any �p with 1 � �p < p.In what follows, we frequently use the notationrg(x) = [rg1(x)j � � � jrgr(x)] :Before proceeding, to give a \feel" for how this de�nition di�ers from that ofopen facets and from (3), we review the example 
1 from section 1, and give twomore examples. The interior of 
1, the point (0; 1) and the edge f(0; �2) j �2 < 1g areclass-C1 identi�able surfaces. The remaining surface de�ned byf(�1; �2) j �2 =q1� �21 ; 0 � �1 < 1g \ f(1; �2) j �2 < 0g \ f(1; 0)gis class-C1 identi�able. Each of the �rst two component subsets is class-C1 identi�-able.Another example is an inverted cone in Rl 3, whose apex is at the origin:
2 = f(�1; �2; �3) j �3 �q�21 + �22; 0 � �3 � 1g:
2 has just three maximal open facets: the point (0; 0; 0), the circular face f(�1; �2; 1) j �21+�22 < 1g, and the interior. A �nite algebraic parametrization (3),(4) is apparently notpossible, even if we allow gi 2 C1 (the di�culty is, of course, at the apex). However,the whole set can be partitioned into �ve maximal class-C1 identi�able surfaces.They are the three open facets just mentioned, the circle f(�1; �2; 1) j �21 + �22 = 1g,and the curved face f(�1; �2; �3) j �3 = p�21 + �22; 0 < �3 < 1g. To show how thede�nition is satis�ed in the case of (0; 0; 0), take some y 2 int(N (0; 0; 0)). Theny = (y1; y2; y3), with y3 < �py21 + y22 . Clearly, we can choose 
 > 0 such thaty + 
B � int(N (0; 0; 0)). De�ne three vectors as follows:y(1) = (y1 + 
; y2; y3)y(2) = (y1 � (1=2)
; y2 + (p3=2)
; y3)y(3) = (y1 � (1=2)
; y2 � (p3=2)
; y3):Elementary manipulation shows that these are linearly independent and that y =(1=3)(y(1) + y(2) + y(3)). If we de�ne gi(z) = zT y(i), the �ve conditions in De�nition2 are easily veri�ed.A �nal example is the set
3 = f(�1; �2; �3) j �3 � �21 + j�2j+ �4=32 g:This set is representable in the form (3),(4) by splitting the inequality into two (forthe two possibilities j�2j = ��2), but the gi are only C1. There are no open facets,



4 STEPHEN J. WRIGHTexcept the interior. However, the set can be partitioned into four class-C1 identi�ablesurfaces. These are the interior, the face de�ned byf(�1; �2; �3) j �2 > 0; �3 = �21 + �2 + �4=32 gand its counterpart f(�1; �2; �3) j �2 < 0; �3 = �21 � �2 + �4=32 g;and the ridge f(�1; 0; �3) j �3 = �21g:The ridge can be made to �t the de�nition by takingg1(�) = �21 + �2 � �3g2(�) = �21 � �2 � �3;independently of the choice of y 2 ri(N (�)).The concept of a class-Cp identi�able surface is, in a certain sense, a general-ization of the concept of a class-Cp;� boundary of a bounded domain 
 � Rl n, asused extensively in the theory of partial di�erential equations (see, for example, thede�nition on page 94 of Gilbarg and Trudinger [6]). In fact, if 
 is convex, closedand bounded, and its boundary @
 is of class-Cp;0 according to the latter de�nition,then it can be partitioned into a class-C1 identi�able surface (int(
)) and a class-Cpidenti�able surface (@
). Such sets have no \edges" or \corners" | the value of rcorresponding to each y 2 Rl nn
 is 1 | and hence they are not very interesting fromthe viewpoint of this paper.We now derive some elementary properties of identi�able surfaces, and the func-tions gi that are used to describe them. We focus on the case S � @
, since thecorresponding results for S � int(
) are trivial.Lemma 2.1. Let S be a class-Cp identi�able surface with S � @
 and p � 1, andlet y 2 Rl nn
 be such that �y = P (y) 2 S and y � �y 2 ri(N (�y)). Suppose that r = r(y)and that the gi, i = 1; � � � ; r are chosen as in De�nition 2. Then(i) TS(�y) = fs j sTrgi(�y) = 0; i = 1; � � � ; rg, where TS(:) is the tangent conewith respect to S, as de�ned in [2];(ii) lin(T (�y))? = a�(N (�y)) = spanfrgi(�y) j i = 1; � � � ; rg = TS (�y)?; and(iii) if p � 2, the projection of r2gi(�y) onto TS (�y) is positive semide�nite.Proof.(i) This is a standard result which follows easily from De�nition 2.(ii) We prove the second equality. By De�nition 2(iii), spanfrgi(�y) j i = 1; � � � ; rg �a�(N (�y)). Since both sets are subspaces, the containment can be strict only ifthere is some v 2 a�(N (�y)) with v 6= 0 such that vTrgi(�y) = 0; i = 1; � � � ; r,that is, v 2 TS(�y). Clearly, also, �v 2 TS (�y). Since TS (�y) � T (�y), it fol-lows that v and �v are in T (�y), and hence v 2 lin(T (�y)) = N (�y)?. Hence0 6= v 2 a�(N (�y)) \N (�y)?, giving a contradiction. The remaining equalitiesfollow from part (i) of the Theorem andlin(T (�y)) = N (�y)? = a�(N (�y))? = TS (�y):(iii) Let v 2 TS(�y), and suppose for contradiction that vTr2gi(�y)v < 0. Thereare sequences vj ! v and ftjg with 0 < tj 2 Rl , tj ! 0, such that �y + tjvj 2



IDENTIFIABLE SURFACES 5S � 
, so gi(�y + tjvj) = 0; i = 1; � � � ; r. Since rgi(�y) 2 N (�y), we havergi(�y)T tjvj � 0, and so0 = gi(�y + tjvj)= gi(�y) +rgi(�y)T (tjvj) + 12 t2jvjr2gi(v̂j)vj ;where v̂j 2 [�y; �y + tjvj ]. HencevTj r2gi(v̂j)vj = � 2tj vTj rgi(�y) � 0:For j su�ciently large,0 > 12vTr2gi(�y)v � vTj r2gi(v̂j)vj � 0;giving a contradiction.The next result, which will be useful when we come to prove �nite identi�cationproperties for constrained optimization algorithms, shows that the direct sum of anidenti�able surface S and the relative interior of the normal cones along S, is a setthat is open in Rl n. This property is analogous to that described for open facets inTheorem 2.8 of Burke and Mor�e [1].Lemma 2.2. Suppose that S is as in Lemma 2.1 with p � 2. De�ne the setK = fx+ w j x 2 S; w 2 ri(N (x))g:For each y 2 K, there is a � 2 (0; �(y)] such that y + �B � K, that is, K is open inRl n. Proof. Given y, let r = r(y), � = �(y), and gi; i = 1; � � � ; r be chosen as inDe�nition 2. Initially, choose �1 > 0 such that �1 � � and y + �1B \ 
 = ;. Choosesome u 2 y + �1B. Then �u = P (u) solvesmin�u2
 12ku� �uk22 � min�u2@
 12ku� �uk22:Since P (:) is nonexpansive, k�u � �yk � �1 � �. Suppose for the moment that �u 2 S.By De�nition 2(v), �u solvesmin�u 12ku� �uk22; gi(�u) = 0; i = 1; � � � ; r; k�u� �yk � �:First-order conditions for a solution of this subproblem are that there is �u 2 Rl r suchthat u� �u�rg(�u)�u = 0; �u � 0;gi(�u) = 0; i = 1; � � � ; r:By De�nition 2 (ii),(iv),(v), we know that there is � > 0 such thaty � �y �rg(�y)� = 0;gi(�y) = 0; i = 1; � � � ; r:(5)



6 STEPHEN J. WRIGHTThe implicit function theorem requires that� I +Pri=1 �ir2gi(�y) rg(�y)rg(�y)T 0 �be nonsingular and continuous with respect to �y and �. This follows from De�nition2(i) and Lemma 2.1(iii). Hence there is � 2 (0; �1] such thatku� yk � � ) �u > 0; k�u� �yk � �:By De�nition 2(iii), we have found a �u 2 S � 
 with u � �u 2 N (�u), and so, byuniqueness of the operation of projection onto a convex set, �u = P (u). In fact, since�u > 0, we have u� �u 2 ri (cofrgi(�u); i = 1; � � � ; rg) � ri(N (�u));and so u 2 K, as required.In the following two results, we show that the notion of an open facet and, for
 de�ned by (3),(4), the notion of a set of active indices, can both be expressed interms of the notion of an identi�able surface.Theorem 2.3. Let S be an open facet in 
. Then S is a class-C1 identi�ablesurface.Proof. The case S = int(
) is trivially true. Consider S � @
. Burke and Mor�e[1] show that any open facet S is the relative interior of a quasipolyhedral face. HenceN (�y) and T (�y) are the same for all �y 2 S, anda�(S) = �y + lin(T (�y))(6)for all �y 2 S.Suppose, as in De�nition 2, that we are given some y such that �y = P (y) 2 S andy� �y 2 ri(N (�y)). Then there is a constant 
 > 0 such that (y� �y)+
v 2 ri(N (�y)) forall v 2 a�(N (�y)) with kvk = 1. Supposing that a�(N (�y)) has dimension r, we canchoose unit vectors v1; � � � ; vr�1, such that fv1; � � � ; vr�1; y��yg is linearly independentin a�(N (�y)), and hence a spanning set. Now setvr = � 1r � 1(v1 + � � �+ vr�1)and v̂i = y � �y + 
vi; i = 1; � � � ; r:Clearly, v̂i 2 a�(N (�y)) and kv̂i� (y� �y)k � 
kvik � 
, so v̂i 2 ri(N (�y)); i = 1; � � � ; r.Moreover, we can show that fv̂1; � � � ; v̂rg is linearly independent by the followingargument: Suppose there are real coe�cients �1; � � � ; �r such that P�iv̂i = 0. Then0 = rXi=1 �iv̂i = ( rXi=1 �i)(y � �y) + 
 rXi=1 �ivi= ( rXi=1 �i)(y � �y) + 
 r�1Xi=1[�i � �r=(r � 1)]vi:



IDENTIFIABLE SURFACES 7By the original choice of v1; � � � ; vr�1, we must haverXi=1 �i = 0; �i = �r=(r � 1); i = 1; � � � ; r � 1;and it follows that �1 = � � � = �r = 0, as desired. Now de�ne gi(z) = (z � �y)T v̂i; i =1; � � � ; r. Conditions (i) and (ii) of De�nition 2 are readily veri�ed. Condition (iii)follows since N (�z) is constant for �z 2 S, and v̂i 2 ri(N (�z)); i = 1; � � � ; r. Condition(iv) is veri�ed by noting thaty � �y = r�1Xi=1 v̂i2(r � 1) + v̂r2 2 cofv̂i; i = 1; � � � ; rg:To prove Condition (v), we �rst take V = a�(S) in De�nition 1, and note that if�y 2 S, there is � > 0 such that �z 2 a�(S) \ (�y + �B)) �z 2 S. That is,S(�y; �) = f�z j k�z � �yk � �; �z 2 a�(S)g = a�(S) \ (�y + �B):However, by (6), a�(S) = �y + lin(T (�y)) = �y +N (�y)?;and so, �z 2 a�(S) , (�z � �y)T v̂i = 0; i = 1; � � � ; r:Hence S(�y; �) = f�z j k�z � �yk � �; gi(�z) = 0; i = 1; � � � ; rg;as required.Theorem 2.4. Suppose that 
 is de�ned by (3),(4), where gi; i = 1; � � � ;m areC1 functions. Suppose that for some set A � f1; � � � ;mg, the surface S de�ned byS = fz j gi(z) = 0; i 2 A; gi(z) > 0; i =2 Agis a connected subset of 
. Then S is a class-C1 identi�able surface. Moreover, ifgi 2 Cp for i 2 A and p � 2, then S is a class-Cp identi�able surface.Proof. This follows trivially, by identifying gi, i 2 A with gi, i = 1; � � � ; r, inDe�nition 2.We now consider smoothness of the projection operator P (:). The motivationfor this comes from the work of Holmes [7] and Fitzpatrick and Phelps [5], whoconsider closed convex sets with smooth boundaries. In these papers, smoothness ofthe boundary is de�ned in terms of smoothness of the gauge function�
(x) = infft > 0 j x 2 t(
 � x0) + x0g; for some x0 2 int(
);and the boundary of 
 is said to be Cp if �
 is Cp in some neighborhood of @
.By showing that this de�nition is equivalent to a local Cp parametrization of theboundary, Holmes [7] essentially shows that a Cp boundary (by the de�nition above)is the same as a class-Cp;0 boundary, as de�ned in [6]. Hence, as discussed earlier,@
 is a class-Cp identi�able surface.



8 STEPHEN J. WRIGHTHolmes proves the following result:Theorem 2.5. [7, Theorem 2]. If 
 has a Cp boundary, for p � 2, then theprojection operator P (:) is Cp�1 in Rl nn
, and P 0(y) is invertible in lin(T (P (y))).Fitzpatrick and Phelps [5, Theorem 3.10] prove the converse.The case of p = 2 is most interesting. It is a classical result [4, p. 216] that, sinceP is Lipschitz continuous, it is di�erentiable almost everywhere. Below, we extendTheorem 2.5 to sets with piecewise smooth boundaries, by showing that class-Cpidenti�able surfaces generate open regions in Rl nn
 in which P is Cp�1.Theorem 2.6. Let S and K be as de�ned in Lemma 2.2, with p � 2. Then P (:)is Cp�1 on K. Also, P 0(y) is invertible in lin(T (P (y))).Proof. For any y 2 K, we can choose � > 0 and � > 0 as in Lemma 2.2 such that,when u 2 y + �B, P (u) is also the projection of u onto the set f�z j gi(�z) = 0; i =1; � � � ; r; k�z � �yk � �g: Hence we can di�erentiate the system (5) with respect to y toobtain � I +Pri=1 �ir2gi(�y) rg(�y)rg(�y)T 0 � " d�ydyd�dy # = � I0 � ;(7)where P 0(y) = d�ydy . The �rst result follows immediately from (5) and the implicitfunction theorem (see, for example, Lang [8, page 125]) by noting that the coe�cientmatrix in (7) is nonsingular.For the second result, let Z 2 Rl n�(n�r) be a matrix of full rank such thatrg(�y)TZ = 0. By Lemma 2.1(ii), the columns of Z span lin(T (P (y))). The sec-ond equation in (7) implies thatP 0(y) = d�ydy = ZWTfor some W 2 Rl n�(n�r). Multiplying the �rst equation in (7) by ZT , we �nd thatZT (I + rXi=1 �ir2gi(�y))ZWT = ZTand so P 0(y) = Z[ZT (I + rXi=1 �ir2gi(�y))Z]�1ZT :(8)It follows from (8) and Lemma 2.1(iii) that P 0(y) has nonsingular projection ontolin(T (P (y))).We conjecture that the converse of this theorem is also true; that is, if thereis an open connected region K � Rl nn
 such that P (:) is Cp�1 on K, and P 0(y) isinvertible in lin(T (P (y))) for each y 2 K, then P (K) is a class-Cp identi�able surface.The continuity condition alone is not su�cient, as an example from Fitzpatrick andPhelps [5, p. 496] illustrates. De�ne
4 = f(�1; �2) j �2 � j�1j+ �4=31 g:There is a corner in 
4 at (0; 0), and the set has four maximal class-C1 identi�ablesurfaces: the corner, the interior, and the two edges. Tedious calculation shows that P



IDENTIFIABLE SURFACES 9is C1 on Rl nn
, although @
 is obviously not a class-C2 surface. It can be shown thatP 0(y) = 0 along the lines f(�1; �2) j �2 = ��1; �1 > 0g and f(�1; �2) j �2 = �1; �1 < 0g,and so the invertibility condition is not satis�ed.It is clear from (8) that the invertibility condition is related to the boundedness ofthe quantities �ir2gi(�y) on lin(T (�y)). Note that these quantities are invariant underscaling of the gis, that is, if gi is replaced by �gi, then �i becomes �i=�.3. Finite Identi�cation in Constrained Optimization Algorithms. Weturn now to algorithms for solving the optimization problem (1).In analyzing the gradient projection algorithm, we use the work of Dunn [3, x2],who gave a framework for proving \capture" results. Dunn states this algorithm asfollows: Choosing constants 
1 and 
2 with 0 < 
1 < 
2 < 1, and an initial iteratex0 2 
, set xk+1 = P (xk � �krF (xk));(9)where �k is chosen to satisfyF (xk) � F (P (xk �rF (xk))) � 
1 ) �k = 1;(10) F (xk) � F (P (xk �rF (xk))) < 
1 ) �k 2 (0; 1)(11)and 
1 � F (xk)� F (P (xk � �krF (xk)))rF (xk)T [xk � P (xk � �krF (xk))] � 
2:(12)We start with a simple result:Theorem 3.1. Suppose that(i) Assumption 1 and (2) hold at some point x�;(ii) rF is continuous at x�;(iii) x� 2 S, where S is a class-Cp identi�able surface of 
 with p � 1;(iv) there is �� > 0 such that �k 2 [��; 1] for all k; and(v) the sequence fxkg generated by (9){(12) converges to x�.Then xk 2 S for all k su�ciently large.Proof. De�ne the set K as in Lemma 2.2 Setting y = x��rF (x�), we can applyDe�nition 2 to �nd � > 0 such thatx� �rF (x�) + �B � K:By construction of K, this implies thatx� � �rF (x�) + ��B � K for all � 2 [��; 1]:Now, choose �k such that, for all k � �k,kxk � x�k+ krF (xk)�rF (x�)k � ���:Then k[xk � �krF (xk)]� [x� � �krF (x�)]k � ���;and soxk � �krF (xk) 2 x� � �krF (x�) + ���B � x� � �krF (x�) + �k�B � K:



10 STEPHEN J. WRIGHTHence xk+1 2 P (K) = S, for k � �k.Before proving the next result, we state some second-order conditions and de�nesome terms:Assumption 2. Suppose that 
 satis�es Assumption 1 and that there is x� thatsatis�es (2), such that x� 2 S, where S is a class-Cp identi�able surface of 
 withp � 2. Suppose that F is twice continuously di�erentiable in a neighborhood of x�,and let gi; i = 1; � � �r be as de�ned in De�nition 2, for y = x� � rF (x�). Choose�� 2 Rl r such that �� > 0 and �rF (x�) = rg(x�)��;(13)and suppose that for all h 2 TS(x�),hT "r2F (x�) + rXi=1 ��ir2gi(x�)#h � �khk2; for some � > 0:Definition 3.(i) x� is a proper local minimizer of F in 
 if there is �1 > 0 such thatx 2 
; 0 < kx� x�k � �1 ) F (x) > F (x�):(ii) x� is a stable �xed point for (9){(12) if �rF (x�) 2 N (x�), and there ared1 > 0, d2 > 0 such thatkx0 � x�k � d1 ) kxk � x�k � d2; for all k � 0:(iii) x� is a stable local attractor for (9){(12) if it is a stable �xed point, andd1 > 0 can be chosen so thatkx0 � x�k � d1 ) limk!1xk = x�:Theorem 3.2. Suppose that Assumption 2 holds. Then(i) there are positive scalars �1 and �1 such thatx 2 
; kx� x�k � �1 ) F (x)� F (x�) � �1kx� x�k2;(ii) there are positive scalars �2 and �2 such thatx 2 S; kx� x�k � �2 ) kx� P (x�rF (x))k � �2kx� x�k;that is, the defect E(x) = x�P (x�rF (x)), restricted to S, has an isolatedzero at x�;(iii) given any �� > 0, there is �3 = �3(��) > 0 such thatkx� x�k � �3; � 2 [��; 1]) P (x� �rF (x)) 2 S;(iv) x� is a stable local attractor for the gradient projection algorithm, and thesequences fxkg that approach x� eventually enter and remain in S.Proof. Throughout the proof, let � denote �(x� �rF (x�)).(i) We show �rst that ifw = rg(x�)� withrgi(x�)Tw � c1 for c1 � 0 and i = 1; � � � ; r,then there is some �1 > 0 such thatrF (x�)Tw � �1kwk+O(c1):(14)



IDENTIFIABLE SURFACES 11Using the de�nition of �� from Assumption 2, we haverF (x�)Tw = ���Trg(x�)Trg(x�)�� (mini ��i )krg(x�)Trg(x�)�k+ O(c1):Since rg(x�) has full rank, and k�k � kwk=krg(x�)k, there is �2 such thatkrg(x�)Trg(x�)�k � �2k�k � �2krg(x�)kkwk:By setting �1 = (mini ��i ) �2krg(x�)k ;we obtain (14).Now, given x in the vicinity of x�, we seek vectors v 2 Rl n and � 2 Rl r such thatv +rg(x�)� = x� x�g(x� + v) = 0:(15)We can again apply the implicit function theorem to (15) to �nd ��1 > 0 such that asolution v, � exists for kx� x�k � ��1. Moreover, ��1 can be chosen small enough thatkvk � �, and hence x� + v 2 S � 
. In follows that, since rgi(x� + v) 2 N (x� + v)for i = 1; � � � ; r, and since x 2 
,rgi(x� + v)T [x� (x� + v)] � 0; i = 1; � � � ; r:Writing w = rg(x�)� = x� (x� + v), we havergi(x�)Tw = rgi(x� + v)Tw +O(kvkkwk) � O(kvkkwk); i = 1; � � � ; r:Application of (14) shows thatrF (x�)Tw � �1kwk+ O(kvkkwk):(16)Now consider the v component. Since x� + v 2 S, and since (13) holds,F (x� + v) � F (x�) = [F (x� + v) + ��Tg(x� + v)] � [F (x�) + ��Tg(x�)]= 12vT "r2F (x� + �1v) + rXi=1 ��ir2gi(x� + �1v)# v(17)for some �1 2 (0; 1). Since rgi(x�)Tv = O(kvk2), we can choose ��2 2 (0; ��1] suchthat when kx� x�k � ��2, v is close enough to TS (x�) and kvk is small enough thatvT "r2F (x� + �1v) + rXi=1 ��ir2gi(x� + �1v)# v � �2 kvk2;for all �1 2 [0; 1]. Hence, from (17),F (x� + v) � F (x�) � �4 kvk2:(18)



12 STEPHEN J. WRIGHTBy using (16) and (18), we can now write that, for x 2 
 \ (x� + ��2B),F (x)� F (x�) = F (x� + v + w)� F (x� + v) + F (x� + v) � F (x�)= rF (x�)Tw +O(kvkkwk+ kwk2) + F (x� + v) � F (x�)� �1kwk+ �4 kvk2 +O(kvkkwk+ kwk2)� �1kwk+ �4 kvk2 � c2(kvkkwk+ kwk2);(19)where c2 > 0 is some constant. Now, choose a constant �1 > 0 such thatc2(�21 + �1) � �8 ;(20)and de�ne �1 2 (0; ��2] such that both of the following conditions are satis�ed:x 2 
 \ (x� + �1B)) kwk � �1�12c2(1 + �1) ;(21) �1 � 4�1�1(1 + �1)� :(22)In the case kwk � �1kvk, we havekx� x�k � kwk+ kvk � (1 + 1�1 )kwk:(23)Also, from (19), F (x)� F (x�) � �1kwk � c2(1 + 1�1 )kwk2:(24)Now, from (21), (23) and (24), we have thatF (x)� F (x�) � �12 kwk � �1�12(1 + �1)kx� x�k � �1�12(1 + �1)�1 kx� x�k2;for x 2 
 \ (x� + �1B). Application of (22) yields thatF (x)� F (x�) � �8(1 + �1)2kx� x�k2:(25)In the remaining case kwk < �1kvk, we �nd from (19),(20) thatF (x)� F (x�) � �4 kvk2 � c2(�21 + �1)kvk2 � �8 kvk2:Also, kx� x�k � kvk + kwk < (1 + �1)kvk;and hence (25) still applies. The result follows by setting�1 = �8(1 + �1)2 :



IDENTIFIABLE SURFACES 13(ii) By setting y = x� � rF (x�) in Lemma 2.2, we can choose � 2 (0; �] such thatP (x� �rF (x�) + �B) � S. Now, there is a ��1 2 (0; �] such thatkx� x�k � ��1 ) k[x�rF (x)]� [x� �rF (x�)]k � �;and hence x̂ = P (x � rF (x)) 2 S. By contractivity of P (:), kx̂ � x�k = kP (x �rF (x))�P (x��rF (x�))k � � � �. It therefore follows from De�nition 2 (v) that x̂solves the projection subproblemminx̂ 12kx̂� (x�rF (x))k22; gi(x̂) = 0; i = 1; � � � ; r:(26)When x = x�, then x̂ = x�, and (13) holds. By the implicit function theorem,��2 2 (0; ��1] can be chosen small enough that there is � such that in factkx� x�k � ��2 ) [x�rF (x)]� x̂ = rg(x̂)�;(27)with kx̂� x�k = O(kx� x�k); k�� ��k = O(kx� x�k); � > 0:Since kx� x�k � ��1 � �, we also have by De�nition 2(v) that gi(x) = 0, i = 1; � � � ; r.Let Z 2 Rl n�(n�r) be an orthonormal matrix whose columns span the subspaceTS(x�). By using a Taylor series expansion of g about x�, it is easy to show that thereare vectors �; �̂ 2 Rl n�r and �; �̂ 2 Rl r such thatx� x� = Z� +rg(x�)�;(28) x� x̂ = Z�̂ +rg(x�)�̂;(29)where k�k = O(kx� x�k2) and k�̂k = O(kx� x�k2) + O(kx̂� x�k2) = O(kx� x�k2).From the second-order conditions, and boundedness of r2gi in a neighborhood of x�,there exists a constant c2 > 0 such that�TZT "r2F (x�) + rXi=1 ��ir2gi(x�)#Z� � �k�k2;(30) 




ZT "I + rXi=1 ��ir2gi(x�)#Z�




 � c2k�k;(31)for all � 2 Rl n�r. It follows trivially from (30) thatkZT "r2F (x�) + rXi=1 ��ir2gi(x�)#Z�k � �k�k:(32)Now, from (27),x� x̂ = rF (x) +rg(x̂)�) x� x̂ = rF (x) +rg(x)�� + [rg(x̂)�rg(x)]�+rg(x)[�� ��]) x� x̂ = "r2F (x(1)) + rXi=1 ��ir2gi(x(1))# (x� x�) +rXi=1 �ir2gi(x(2))(x̂� x) +rg(x�)[�� ��] +O(kx� x�k2);



14 STEPHEN J. WRIGHTfor x(1) 2 [x; x�] and x(2) 2 [x̂; x]. Premultiplying this equation by ZT , and using(28) and (29), we obtainZT �I +Pri=1 �ir2gi(x(2))� [Z�̂ +rg(x�)�̂]= ZT �r2F (x(1)) +Pri=1 ��ir2gi(x(1))� [Z� +rg(x�)�] + O(kx� x�k2):Now, from (31) and (32), we can choose ��3 2 (0; ��2] small enough that, for kx�x�k ���3, 2c2k�̂k � 




ZT "I + rXi=1 �ir2gi(x(2))#Z�̂




� O(k�̂k) +O(k�k) + O(kx� x�k2) + �2 k�k:Since k�̂k = kx� x̂k+ O(kx� x�k2);k�k = kx� x�k+ O(kx� x�k2);there is a constant c3 > 0 such that2c2kx� x̂k � �2 kx� x�k � c3kx� x�k2) kx� x̂k � �4c2 kx� x�k �1� 2c3� kx� x�k� :Now, choosing �2 = min(��3; �=(4c3)), the desired result follows, with �2 = �=(8c2).(iii) The proof of this part is identical to that of Theorem 3.1, and hence is omitted.(iv) This follows from Theorem 2.1 of Dunn [3], after we make the following observa-tions. Part (i) of this theorem implies that x� is a uniformly proper local minimizerof F in 
. The fact that F 2 C2 in a neighborhood of x� means that it is possibleto choose a �� 2 (0; 1) such that, for xk is in this neighborhood, any �k satisfying(10){(12) lies in [��; 1].We turn now to Newton-like methods for (1). Here, an initial iterate x0 2 
is chosen, and for each k � 0, the following subproblem is solved to �nd a searchdirection pk: minpk rF (xk)Tpk + 12pTkBkpk; xk + pk 2 
:(33)A steplength �k 2 [0; 1] is chosen, usually with the help of some \su�cient decrease"criterion, and the next iterate is obtained by settingxk+1 = xk + �kpk:(34)A simple result, similar to Theorem 3.1, follows:Theorem 3.3. Suppose that(i) Assumption 1 and (2) hold at some point x�;(ii) rF (x) is continuous at x�;(iii) x� 2 S, where S is some class-Cp identi�able surface of 
 with p � 1; and



IDENTIFIABLE SURFACES 15(iv) xk ! x� and pk ! 0 as k!1, and fkBkkg is bounded.Then xk + pk 2 S for all k su�ciently large.Proof. As in Lemma 2.2, we can �nd a set K � Rl nn
 with P (K) � S, and ascalar � > 0, such that x� �rF (x�) + �B � int(K):First-order conditions for (33) are that�rF (xk)� Bkpk 2 N (xk + pk) , xk + pk = P (xk + pk �rF (xk) �Bkpk):Now, k(xk + pk �rF (xk) �Bkpk) � (x� �rF (x�))k� kxk � x�k+ krF (xk) �rF (x�)k+ (1 + kBkk)kpkk:We can choose �k large enough that, for k � �k, the right-hand side of the aboveinequality does not exceed �. Then xk + pk 2 S, as required.Finally, we prove a capture and convergence result for Newton's method, whichmakes use of the second-order conditions in Assumption 2.Theorem 3.4. Suppose that Assumption 2 holds and that, in addition, r2F (x)is Lipschitz continuous in a neighborhood of x�. Let Bk = r2F (xk) in (33). Thenthere are positive constants �4 and �4 such that, if x0 2 
 \ (x� + �4B) and �k � 1for all k � 0, then the algorithm (33),(34) generates a sequence fxkg such thatkxk+1 � x�k � �4kxk � x�k2 for all k � 0:In addition, xk 2 S for all k su�ciently large.Proof. The proof rests on a result of Sachs [9, Theorem 2.1]. To apply this result,we need only show that, for some positive constants ��1 and ��1,infkx� x�k � �;x 2 
 \ (x� + ��1B) rF (x�)T (x� x�) + 12(x� x�)Tr2F (x�)(x� x�) � ��1�2;(35)for all � 2 [0; ��1).Choose ��1 small enough that� F is twice Lipschitz continuously di�erentiable on the open ball fx j kx �x�k < 2��1g, and r2F has Lipschitz constant L; and� if �1, �1 are the constants from Theorem 3.2(i), then ��1 � min(�1; �1=L).Now, for � 2 [0; ��1) and x such thatx 2 
; ��1 � kx� x�k � �;we obtain rF (x�)T (x � x�) + 12(x � x�)Tr2F (x�)(x� x�)� F (x)� F (x�)� 12Lkx� x�k3� ��1 � L2 kx� x�k� kx� x�k2� �12 kx� x�k2;



16 STEPHEN J. WRIGHTwhere the second inequality follows fromTheorem 3.2(i). Hence (35) follows by setting��1 = �1=2. Applying [9, Theorem 2.1] witha = ��1;� = L;� = ��1;�� = 0;V = fx j kx� x�k < 2��1g;U = 
 \ (x� + ��1B);we obtain the desired result, with�4 = min���1; 2��13L � ; �4 = 3L2��1 :(Note that [9, Theorem 2.1] continues to hold when �� = 0.) The �nal statement inthe theorem follows from Theorem 3.3.REFERENCES[1] J. V. Burke and J. J. Mor�e, On the identi�cation of active constraints, SIAM Journal onNumerical Analysis, 25 (1988), pp. 1197{1211.[2] F. H. Clarke, Optimization and Nonsmooth Analysis, John Wiley, New York, 1983.[3] J. C. Dunn, On the convergence of projected gradient processes to singular critical points, Jour-nal of Optimization Theory and Applications, 55 (1987), pp. 203{216.[4] H. Federer, Geometric Measure Theory, Springer-Verlag, New York, 1969.[5] S. Fitzpatrick and R. R. Phelps, Di�erentiability of the metric projection in Hilbert space,Transactions of the American Mathematical Society, 270 (1982), pp. 483{501.[6] D. Gilbarg and N. S. Trudinger, Elliptic Partial Di�erential Equations of Second Order,Springer-Verlag, Berlin, 1983.[7] R. B. Holmes, Smoothness of certain metric projections on Hilbert space, Transactions of theAmerican Mathematical Society, 183 (1973), pp. 87{100.[8] S. Lang, Analysis II, Addison-Wesley, Reading, MA, 1969.[9] E. W. Sachs, Newton's method for singular constrained optimization problems, Applied Math-ematics and Optimization, 11 (1984), pp. 247{276.


